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Abstract 

In pattern recognition, the k-Nearest Neighbor (kNN) algorithm is the simplest non-parametric algorithm. Due to its 

simplicity, the model cases and the quality of the training data itself usually influence kNN algorithm classification 

performance. Therefore, this article proposes a sparse correlation weight model, combined with the Training Data Set 

Cleaning (TDC) method by Classification Ability Ranking (CAR) called the CAR classification method based on 

Coefficient-Weighted kNN (CAR-CWKNN) to improve kNN classifier performance. Correlation weight in Sparse 

Representation (SR) has been proven can increase classification accuracy. The SR can show the 'neighborhood' structure 

of the data, which is why it is very suitable for classification based on the Nearest Neighbor. The Classification Ability 

(CA) function is applied to classify the best training sample data based on rank in the cleaning stage. The Leave One Out 

(LV1) concept in the CA works by cleaning data that is considered likely to have the wrong classification results from the 

original training data, thereby reducing the influence of the training sample data quality on the kNN classification 

performance. The results of experiments with four public UCI data sets related to classification problems show that the 

CAR-CWKNN method provides better performance in terms of accuracy.  
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INTRODUCTION1* 
 

The k-Nearest Neighbor (k-NN) algorithm is one of 

the most frequently used non-parametric algorithms 

in data mining. The kNN algorithm is often used in 

pattern recognition due to its simplicity and 

effectiveness. This algorithm is simple because it 

initially compares the distance between the test data 

and the training data. Labels of the test data class will 

be classified based on the majority labels from the 

closest neighbor training data. The kNN algorithm 

itself has several issues, where it's known that 

sensitive to the nearest neighbor size (k) and the 

quality of the training data used. 

The first issue about determining the value of k, 

several alternatives have been proposed from several 

previous studies. Some of these alternatives include 

that optimal k value determined based on using 

results of 10-fold cross-validation [1]. Another 

alternative shows the k value can be determined using 

n if the number of training data n is greater than 100 
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[2]. As for these alternatives, predicting the label of 

each test data still depends on the majority of the 

closest label results. Therefore, modification by 

giving distance weight to label classification can 

improve classification performance on kNN. 

In its development, the use of sparse representation 

in classification based on the distance of the nearest 

neighbor has often been applied [3], [4]. The sparse 

representation coefficient has several advantages 

such as providing good similarity, can reflect 

adjacent data structures, and capable of reflecting the 

relationship between data samples. Therefore, the 

coefficient-weighted k-nearest neighbor classifier 

(CW-KNN) method is used, which provides a 

distance weight sparse representation model that can 

make solid results for the classification process [5]. 

The next issue is related to the processing stages that 

affected the quality of the training data used. In the 

KNN classifier, each training sample is assumed to 

have the same probability of being selected as one of 

the closest neighbors of a given test sample. In 
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general, some training samples may contain noise or 

be incorrect. Because of this, some of these training 

samples are likely to be unnecessary or even 

dangerous for classification tasks. To achieve better 

classification accuracy, some of these training 

samples should be safely removed from the training 

data set as their usefulness for correcting 

classification decisions is somewhat limited. 

Therefore, the Training Dataset Cleaning method is 

used in the task of preparing data on the KNN 

classification to increase its effectiveness [6], [7]. 

The Training Dataset Cleaning method selected 

training data samples based on the classification 

ability ranking. Initially, the classification capability 

that measures the contribution of each training 

sample to the leave-one-out (LV1) strategy is defined 

as a function. The data set of the training sample with 

the correct classification will be obtained while 

acting as the nearest neighbor by utilizing other 

training samples by using the defined function. Next, 

the process of cleaning the training sample data with 

low classification ability from the training data set. 

Regarded that other samples from the same feature 

space can use a higher quality training data set. 

Therefore, when the classification process occurs, the 

expected result by using the cleaned data set can 

reduce the error rate generated. 

This article aims to combine the two algorithms CW-

KNN and TDC, in the research topics "Modified 

Correlation Weight k-Nearest Neighbor Classifier 

Using Training Dataset Cleaning Method" to solve 

several classification cases obtained from the UCI 

repository dataset. The modified method result then 

will be compared to each of the related methods with 

the expectation that the modified method can 

improve the classification performance of the nearest 

neighbor-based methods. 

 

EXPERIMENTAL METHOD 
 

This article uses a literature study method on k-

Nearest Neighbor (kNN), the correlation weight of 

kNN (CW-KNN), and the classification ability 

ranking for kNN (CAR-KNN). 

 

KNN 

 

kNN is a simple and effective non-parametric 

classification algorithm for pattern recognition 

problems [8]. This algorithm performs a 

classification based on the nearest neighbor distance 

of each data sample that has the same features. In 

general, the Euclidean distance function is used to 

calculate the distance between each sample of the 

data. 

𝑑(𝒚, 𝒙𝒊) =  ∑ |𝒚 − 𝒙𝒊|
2𝑛

𝑖=1   ( 1 ) 

The Euclidean distance function in Equation (1) is 

often used to determine the shortest distance between 

the new sample data 𝒚 and the training data 𝒙𝒊 [9], 

[10]. Every training data included in the k closest 

distances will be marked as the query of nearest 

neighbors. The query denoted as 𝑻𝒌 =

{(𝒙𝒊
𝑵𝑵, 𝒍𝒊

𝑵𝑵 )}𝑖=1
𝑘  with the notation 𝒍𝒊 is the class label 

for each of the nearest distances training data (𝒙𝒊
𝑵𝑵). 

𝑙𝑦 =  
c

maxarg (∑ 𝛿(𝑐 =   𝑙𝑖
𝑁𝑁)  (𝑥𝑖

𝑁𝑁, 𝑙𝑖
𝑁𝑁)∈ 𝑇𝑘

) ( 2 ) 

Equation (2) is a calculation to determine the label 

based on sample data (y), where 𝛿(𝑐 =   𝑙𝑖
𝑁𝑁) is the 

Kronecker delta function that takes a value of 1 if 𝒄 =

  𝒍𝒊
𝑵𝑵 and 0 otherwise. In addition, a distance-

weighted rule for k - nearest neighbors is given to 

determine the predicted labels [11]. The 

determination of distances weight (𝒘𝒊) ranges on a 

scale of 0 to 1. The weight value will be greater 

(approaching value 1) if the training data sample is 

near to the new sample, while it is smaller for the 

opposite. So, based on Equation (2), the label 

prediction based on sample data (y) with distance 

weights (𝒘) can be seen in Equation (3). 

𝑙𝑦 =  
c

maxarg (∑  𝑤𝑖 ∙ 𝛿(𝑐 =   𝑙𝑖
𝑁𝑁)  (𝑥𝑖

𝑁𝑁, 𝑙𝑖
𝑁𝑁)∈ 𝑇𝑘

) ( 3 ) 

CW - KNN 

 

CWKNN method provides a sparse weight distance 

representation model for each query sample (y) [5]. 

The sparse weight distance is denoted by 𝑦 = 𝑋𝛽, 

where 𝛽 = [𝛽1, 𝛽2, … , 𝛽𝑛] 𝑇 is the sparse coefficient 

vector of all training samples towards y. This model 

uses the sparse representation concept for distance 

weights. Therefore, it can reflect the relationship 

between the new data samples for each training 

dataset [12], [13]. 

}{minarg
1

2

2




+−= Xy  ( 4 ) 

The Least Absolute Shrinkage and Selection 

Operator (LASSO) function in Equation (4) is the 

least square with L1 norm regularization. This 

function is used to reconstruct the sparse coefficient 

vector. After obtaining the set of sparse coefficients, 

each value will be used to select the k closest 

neighbors from each query sample. A total of k - 

Coefficients with the largest values will be selected 

in the set 𝛽̅ = {𝛽̅1, 𝛽̅2, … , 𝛽̅𝑛}, and the corresponding 

training data included in the k closest distances will 

be marked as the nearest neighbor query denoted as 

𝑻𝒌 = {(𝒙𝒊
𝑵𝑵, 𝒍𝒊

𝑵𝑵 )}𝑖=1
𝑘 . So, based on Equation (3), 
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the label prediction based on sample data (y) with 

sparse coefficient vector (𝒘) can be seen in Equation 

(5). 

𝑙𝑦 =  
c

maxarg (∑ 𝛽̅𝑖 ∙ 𝛿(𝑐 =   𝑙𝑖
𝑁𝑁)  (𝑥𝑖

𝑁𝑁, 𝑙𝑖
𝑁𝑁)∈ 𝑇𝑘

) ( 5 ) 

CAR - KNN 

 

The TDC used two approaches to process training 

data before the classification process. These 

approaches are Classification Ability Ranking (CAR) 

and Leave One Out (LV 1). In CAR, the classification 

ability between each training data sample using kNN 

is measured in 5 cases. Each case can be seen in Table 

1. 

Table 1. Five different cases of the classification ability of ys [7] 

Cases Conditions 
Classification 

result 

Corresponding 

classification 

ability of ys 

1 

ys ∈

𝑁𝑁
𝑘

𝑇𝑟𝑦𝑗(yj) 

and 

𝑐𝑠 =  𝑙𝑦  ∩  

𝑐𝑠 =  𝑐𝑗   
Correct 𝑐𝑎𝑦𝑗(𝑦𝑠) =  𝑎1 

2 
𝑐𝑠 ≠  𝑙𝑦  ∩  

𝑐𝑠 =  𝑐𝑗  
Wrong 𝑐𝑎𝑦𝑗(𝑦𝑠) =  𝑎2 

3 
𝑐𝑠 ≠  𝑙𝑦  ∩  

𝑐𝑠 ≠  𝑐𝑗  
Uncertain 𝑐𝑎𝑦𝑗(𝑦𝑠) =  𝑎3 

4 
𝑐𝑠 =  𝑙𝑦  ∩  

𝑐𝑠 =  𝑐𝑗  
Wrong 𝑐𝑎𝑦𝑗(𝑦𝑠) =  𝑎4 

5 ys ∉ 𝑁𝑁𝑘

𝑇𝑟𝑦𝑗
(yj) / 𝑐𝑎𝑦𝑗(𝑦𝑠) =  𝑎5 

 
From Table 1, ai is the corresponding classification 

ability of training sample (ys) in each case where ai ∈
[0,1], 𝑎1 = 1 and 𝑎5 = 0. The first two cases 

illustrate the events where the ys has a positive 

contribution to the classification of testing sample 

(yj), since the sample ys not only exists in the KNN of 

yj but also has the same class label of yj. More 

specifically, in Case 1, ys exists in the majority class 

of 𝑁𝑁𝑘

𝑇𝑟𝑦𝑗
 (yj) and has a more direct impact on the 

final correct classification of yj, whereas in Case 2, ys 

has the potential to predict the true class of yj due to 

𝑐𝑠 =  𝑐𝑗  even though it holds a different class label 

with the majority class. On the other hand, Case 3 and 

Case 4 illustrate that the training sample ys has a 

negative contribution to the classification of yj. In 

both cases, ys may lead to a misclassification of yj due 

to 𝑐𝑠 ≠  𝑐𝑗 . In particular, ys in Case 4 is more harmful 

to the classification of yj since ys belongs to the 

majority class of 𝑁𝑁𝑘

𝑇𝑟𝑦𝑗
. In addition, Case 5 

illustrates that ys is useless for classifying yj as it is 

not selected as one of the kNN of yj.  

 

 
 

Fig 1. Framework to calculate classification ability of each 
selected training sample yj based on the LV 1 strategy in 

CAR-based TDC method [7].  
 

The LV 1 generally used strategy is the cross-

validation method. Each sample in the training data 

set will be assumed to be a test sample. After that, the 

classification ability is measured against the 

remaining samples. Figure 1 shows the final model of 

CAR and LV 1.  

 
Pseudo code 1 The Algorithm of the  CAR-CWKNN 

Classifier 

Input: 

The original training dataset (x_train) 

The corresponding classification ability for five different 

cases (a1 ... a5 ; 𝑎 =  
𝑎1+𝑎2+𝑎3+𝑎4

4
 ) 

The parameter k_cl and k_tr for KNN classification in the 

cleaning stage and classification stage 
Output: 

The class label (𝑙𝑦) of the testing sample (x_test) 

Procedure: 

Step 1. Cleaning Stages 

Step 1.1. Determine the suitability of each training data to 

the five categories of classification ability using 
the LV 1 strategy and k_cl variable. 

Step 1.2. Obtain the ranked sequence 𝑇𝑟𝑟𝑎𝑛𝑘𝑒𝑑 =

{(𝑥𝑖
𝑁𝑁 , 𝑙𝑖

𝑁𝑁  ) ∈ 𝑇𝑟}𝑖=1
𝑁  in descending order 

according to their classification abilities, where 

𝑐𝑎𝑦𝑗(𝑦1)  ≥ ⋯  ≥ 𝑐𝑎𝑦𝑗(𝑦𝑖) ≥ ⋯  ≥ 𝑐𝑎𝑦𝑗(𝑦𝑁) 

holds. 

Step 1.3. Assign each sample of training data to 𝑇𝑟𝑐𝑙𝑒𝑎𝑛𝑒𝑑 

set if the corresponding sample has greater ability 

than the average classification abilities in 

𝑇𝑟𝑟𝑎𝑛𝑘𝑒𝑑  
 

Step 2. Classification Stages 

Step 2.1. Solve the sparse representation of y using 

𝑇𝑟𝑐𝑙𝑒𝑎𝑛𝑒𝑑. 

Step 2.2. Find first k_tr largest sparse coefficients from 𝛽̅ 

Step 2.3. Choose the k_tr nearest neighbors 𝑇𝑟𝑘_𝑡𝑟 =

{(𝑥𝑖
𝑁𝑁 , 𝑙𝑖

𝑁𝑁  )}𝑖=1
𝑘_𝑡𝑟

 corresponding to k_tr largest 

sparse coefficients 𝛽̅. 

Step 2.4. Classify y to the class 𝑙𝑖
𝑁𝑁 with the largest sum 

of weights among all the class using equation (5). 

 

 
After knowing the classification ability of each 

sample in training data, the sample which rate is 
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below the average classification ability will be 

removed from the original training dataset. 

 

CAR-CWKNN Classifier 

 

This article proposes the CAR-CWKNN method, 

particularly the CAR method is used when preparing 

training data and CWKNN when conducting the final 

classification. The algorithm of the proposed method 

can be seen in Pseudocode 1. Pseudocode 1 shows 

the initial stages of cleaning training data. The next 

stage is measuring the classification ability ranking 

of each training data sample using the defined CAR 

method. After that, each classification ability of the 

training data sample is assigned in the set. The set is 

then sorted by descending rules according to the 

ranked sequence of classification ability. Then each 

ability value that is higher than the average ability 

value in the set will be selected and assigned into the 

cleaned data set. 

The next stage is to obtain sparse representation y 

towards cleaned training data. After that, determine 

the k value of the largest coefficient of the vector. 

Then, compute the k nearest neighbors of the new 

data sample against each cleaned training data 

sample. Finally, classify the new data sample using 

Equation (5). 

 

RESULTS AND DISCUSSION 

 

In this experiment, four public data sets are used from 

the UCI Repository of Machine Learning Datasets 

[14]. These data sets have been widely used for 

academic research to evaluate the proposed methods 

and the competing methods on the classification task 

in terms of classification accuracy. The main 

characteristics of four public data sets are listed in 

Table 2, including names, numbers of samples, 

attributes, and classes. 

To evaluate classification performance in terms of 

accuracy, the classification error rate (Err.) is used for 

evaluation metrics of our proposed method [7], [15]. 

Err is the proportion of instances misclassified over 

the whole set of instances. It is analytically defined 

as the number of all incorrect predictions divided by 

the total number of the dataset. 

Table 2. The four public UCI data sets used in the experiments 

Dataset Samples Attributes Classes 

Heart 303 14 2 
Climate 540 18 2 

Blood 748 4 2 

Segmentation 2310 19 7 

 

In the proposed method, there were two k-nearest 

neighbor parameters used. Parameters kcl and ktr were 

used respectively in the LV 1 strategy during the 

cleaning stages, and at the final classification stage. 

Therefore, to understand the relationship between the 

two-parameters values on the classification 

performance of the CAR-CWKNN method, an 

experiment was carried out by assigning several 

values randomly to the two parameters. This 

experiment's results are shown in Table 3. As shown 

in Table 3, the CAR-CWKNN classifier performs 

best on all ten real-world data sets when kcl = 1.5 ktr,  

particularly in conditions when each parameter's 

value is larger. So based on these experiments, the 

remaining experiments in this article use a larger kcl 

value than the ktr value. 

Table 3. Average error rate of four public data sets under 

different relationships between ktr and kcl of CAR-

CWKNN classifier 

Value of ktr kcl = ktr kcl = 1.5ktr kcl = 2.0ktr 

1 0.0650 0.0475 0.0479 

3 0.0530 0.0300 0.0775 

5 0.0475 0.0450 0.0575 

7 0.0300 0.0225 0.0250 

To further evaluate the proposed methods, the 

experiment is occurred to find the accuracy rates of 

each method towards all the data sets.  

Table 4. The average of classification accuracy rates (%) of each 

method on all the data sets. 

Dataset kNN 
CAR-

KNN 
CWKNN 

CAR-

CWKNN 

Heart 82.95 78.6 80.2 93.41 

Climate 86.29 91.89 90.45 98.89 

Blood 74.4 76.92 76.51 94.35 

Segmentation 81.86 80.94 80.04 93.44 

 

Table 4 indicates the result with corresponding data 

sets shown in Table 2. Note that the average 

classification accuracy rates of CAR-CWKNN, 

CAR-KNN, CWKNN, and kNN are obtained among 

the range of the neighborhood size k from 1 to 10 in 

terms of the classification results in Figure 2. Table 4 

indicates the proposed CAR-CWKNN outperforms 

the other methods in most cases. 

In detail, each classification accuracy with 

corresponding k neighbor size is shown in Figure 2. 

Figure 2 (a) indicates the highest result of CAR-

CWKNN is 98.38 percent with 2-k neighbor size, and 

the lowest result of CWKNN is 84.41 percent with 4-

k neighbor size. Figure 2 (b) indicates the highest 

result of CAR-CWKNN is 98.81 percent with 2-k 

neighbor size, and the lowest result of kNN is 87.69 

percent with 5-k neighbor size. Figure 2 (c) indicates 

the highest result of CAR-CWKNN is 95.83 percent 

with 1-k neighbor size, and the lowest result of 

CWKNN is 74.12 percent with 7-k neighbor size.  
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   (a)  
 

 
 (b) 

 
  (c) 

 
 (d) 

Figure 2. The classification accuracy rates of each method with corresponding neighborhood size k on four public UCI data sets.  

(a) Heart. (b) Climate. (c) Blood. (d) Segmentation. 

 

Figure 2 (d) indicates the highest result of CAR-

CWKNN is 93.67 percent with 2-k neighbor size, and 

the lowest result of CWKNN is 80.38 percent with 2-

k neighbor size. 

 

CONCLUSION 
 

This article introduces a combined method 

called CAR-CWKNN. The proposed CAR-CWKNN 

method is inspired by both the CAR-KNN and 

CWKNN rules. The purpose of our CAR-KNN is 

mainly to improve the classification performance 

with the nearest neighbor-based classifier. For the 

investigation of the classification performance of the 

proposed method, classification experiments on four 

public UCI data sets are conducted. Comparative 

experimental results obtained using several KNN-

based classifiers illustrate that the proposed CAR-

CWKNN classifier has better performance in terms 

of accuracy. In further research work is how to 

implement the proposed methods for some practical 

applications in pattern recognition. 
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